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EXECUTIVE SUMMARY 

The system consists of backend services that process data from distributed sensors deployed in 

wild environments, storing them along with metadata in a time-series database and exposing the 

data via an API. The project is divided into two distinct deployments. 

Valia Kalda Deployment is a network of multiple distributed environmental, camera, and audio 

sensors deployed in a forested area. These sensors communicate their respective data through 

MQTT over a 4G connection. 

Drakolimni Deployment is a standalone sensor package deployment that sends its data directly to 

its receiving backend service over HTTP using a 4G connection. 

1. Architecture 

Valia Kalda Deployment Components 

InfluxDB v1.8: InfluxDB serves as the time-series database and metadata store for Valia Kalda 

Deployment. It is containerized for ease of deployment and configuration.  

Docker Image: InfluxDB v1.8  

elbios-mqtt-client: This service subscribes to special MQTT topics to collect data sent by the 

sensors. It processes the incoming data and writes it to the connected Influx DB instance in real-

time.  

elbios-backend-api: This service exposes the stored data and metadata in Influx DB through an 

API. It acts as the primary interface for external systems and consumers. 

Drakolimni Deployment Components 

 elbios-influx-proxy: The elbios-influx-proxy service exposes an HTTP API endpoint to receive 

time-series data from the sensor package in Drakolimni Deployment. It connects directly to the 

Influx DB instance to store the incoming data. 

2. Key Features 

 The architecture for sensor data management encompasses a robust, multi-faceted approach, 

tailored to the specific operational requirements of each deployment.  

For the Valia Kalda deployment, an asynchronous Distributed Sensor Data Collection mechanism is 

implemented, leveraging the Message Queuing Telemetry Transport (MQTT) protocol. This choice 

https://hub.docker.com/_/influxdb
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ensures highly efficient, low-bandwidth, and reliable communication, critical for environments with 

potentially intermittent network connectivity.  

Conversely, the Drakolimni deployment employs a direct HTTP-based communication protocol for its 

data collection, prioritizing architectural simplicity and ease of integration.  

Subsequent to data acquisition, both deployments utilize Influx DB version 1.8 for Time-Series Data 

Storage. This purpose-built database solution offers optimized storage, high ingestion rates, and 

efficient querying capabilities specifically designed for high-frequency time-series datasets, ensuring 

data integrity and accessibility.  

Finally, an API-First Data Exposure strategy is employed, providing comprehensive access to both raw 

sensor data and associated metadata through a suite of well-documented RESTful Application 

Programming Interfaces (APIs). This standardized interface facilitates seamless integration with various 

external systems, third-party applications, and advanced analytical tools, promoting interoperability 

and data utilization across diverse platforms. 

3. System Requirements 

 

The foundational infrastructure supporting these deployments is designed for portability and robust 

connectivity. For the operational environment of the Influx DB instances, a container runtime 

environment (Docker) is utilized. This approach ensures consistent deployment, isolation, and efficient 

resource management for the database service across different host systems. Regarding network 

connectivity, the Valia Kalda deployment relies on MQTT over a 4G cellular network for its data 

transmission, capitalizing on the protocol's lightweight nature and the widespread availability of 4G 

infrastructure to ensure reliability, even in challenging remote conditions. Similarly, the Drakolimni 

deployment employs HTTP over a 4G cellular network for its communication needs, leveraging the 

ubiquitous nature of HTTP and the robust bandwidth provided by 4G to facilitate direct and 

straightforward data exchange. 
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4. Dependencies 

The system's operational framework is built upon clearly defined dependencies and a strategic 

choice of programming languages.  

The core time-series data management relies exclusively on Influx DB version 1.8, which serves 

as the primary data store. For consistent and reproducible deployment of Influx DB, the official 

Docker image for Influx DB v1.8 is utilized, ensuring environmental isolation and simplified 

orchestration.  

Complementing this, the backend services, which manage data processing, API endpoints, and 

system logic, are robustly implemented using a combination of the Go programming 

language and JavaScript. Go's efficiency, concurrency features, and strong typing are leveraged 

for high-performance and scalable server-side operations, while JavaScript is employed for its 

versatility, particularly in areas requiring agile development and integration within modern 

web-centric ecosystems. 

5. Deployment Architecture and Procedures 

The deployment strategy for the sensor data collection infrastructure is meticulously defined 

for each distinct geographical location, ensuring optimal performance and reliable data flow. 

Both the Valia Kalda and Drakolimni deployments adhere to a containerized approach for core 

services, promoting consistency and scalability. 

Valia Kalda Deployment Details: 

For the Valia Kalda site, the Influx DB v1.8 instance is containerized and initiated using the 

standard Docker command:  

docker run -d --name influxdb -p 8086:8086 influxdb:1.8.  

This establishes a persistent, background-running container named influxdb, mapping the 

container's default HTTP API port (8086) to the host system. Post-deployment, the InfluxDB 

instance is rigorously configured to securely accept incoming time-series data from the elbios-

mqtt-client service via its exposed HTTP interface, ensuring seamless data ingestion. 
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The elbios-mqtt-client service, responsible for interfacing with the distributed sensors, 

necessitates precise configuration. Critical MQTT broker connection parameters, including 

subscription topics, authentication credentials, and endpoint addresses, are meticulously 

defined. These configurations are typically managed through robust environment variables or 

dedicated configuration files, adhering to best practices for secure and adaptable service 

deployment. 

Finally, the elbios-backend-api service is deployed and configured to establish a persistent 

connection with the aforementioned InfluxDB instance. Its primary function is to expose a 

comprehensive suite of RESTful API endpoints, enabling secure and efficient querying of the 

stored time-series data for external consumption, analysis, and visualization. 

Drakolimni Deployment Details: 

The Drakolimni deployment mirrors the containerization strategy for its database component. 

The InfluxDB v1.8 setup is executed in a manner identical to the Valia Kalda deployment, 

utilizing the official Docker image to ensure a consistent and isolated database environment. 

The distinct component for the Drakolimni site is the elbios-influx-proxy service. Upon 

deployment, this service is configured to actively listen on a designated HTTP port, acting as an 

intermediary for data ingress. It is subsequently configured to establish a secure and reliable 

connection with the local InfluxDB instance, facilitating the storage of incoming HTTP-based 

sensor data. This proxy layer ensures that all data traffic is appropriately handled and directed 

to the time-series database. 

 

 


